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ABSTRACT

Post-pandemic COVID-19, many companies have re-implemented work from office policies for their employees.
However, the policy has been controversial among social media activists, especially in Twitter. The sentiment arose
according to them, during the pandemic COVID-19 they believe that working from home has many advantages
over working in an office. The emergence of 'work from office' sentiments is an interesting target for opinion-
mining research. Opinion mining or sentiment analysis is a general research area of data mining that helps to
explore and analyze existing views and opinions to obtain useful information. The analysis process involves the
use of machine learning with several supporting algorithms. This study used four classification algorithm models
of supervised learning, including naive Bayes, support vector machines, k-nearest neighbors, and random forests.
The selection of those algorithms also aims to find out which model produced a good performance for the results.
The performance results of each model were evaluated by the confusion matrix and the k-nearest neighbor
algorithm model with an accuracy value of 96.62% was found to give the best results and to be the most used
model in the classification process. On the other hand, the algorithm model that obtains the lowest accuracy is a
random forest with 72.08%.
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1. INTRODUCTION

The company's post-pandemic work from office (WFO) policy was deemed ineffective, created and
added to urban congestion, contributed to added pollution, and caused workers to become stressed,
which has an impact less productive work performance, sparking the creation of a petition asking for
work from home (WFH) to be re-implemented. According to a YouGov study conducted for the BBC,
over 70% of the 1,684 respondents believe that workers won't ever return to the workplace once the
pandemic is ended [1]. Additionally, according to a McKinsey survey, about 52% of the 5,043 full-time
employees at the company prefer post-pandemic work flexibility [2]. This can improve organizational
performance, cut expenses, and make the most of talent no matter where employees are situated. This is
consistent with previous results showing WFH has an impact on boosting job satisfaction and work
system flexibility [3], efficiency, and productivity [4], when working in a pandemic, feeling secure [5],
heaving fewer conflicts at work, and in the home during the pandemic [6].

Following the pandemic, policies shaped public opinion, which in turn influenced social media
activists' positive, negative, and neutral feelings. Sentiment analysis is the process of examining arising
to learn more about or gain a general sense of the subjects being discussed. Because this analysis can be
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used by businesses, governments, and researchers to explore and analyze public sentiment or views,
gain business insights, and improve decision-making, it is a popular research area in data mining [7].
Sentiment analysis, sometimes referred to as opinion mining, is a method of using natural language
processing (NLP) to comprehend, extract, and analyze textual data to acquire information that contains
sentiments in an opinion [8]. By categorizing opinion attitudes, this study can provide helpful
information for organizations, including firms and agencies [9]. Utilizing text mining and machine
learning, the analysis process looks at text data to find sentiments and subjective information [10].

Previous studies on opinion mining or sentiment analysis connected to work from home activities
have been conducted, and the findings suggest that the support vector machine algorithm model
produced an F1 score of 83.36% [11]. However, sentiment analysis research contrasting work from
home and work from the office has not yet been conducted. Meanwhile, many researchers have
evaluated machine learning techniques using sentiment analysis to compare the efficacy, advantages,
and drawbacks of each mechanism [12]. The results of the study demonstrate that supervised learning
methods produce results with more accuracy than unsupervised learning methods. On the other hand,
researchers discovered that the naive Bayesian classifier is best suited for small data sets since as the
data amount increases, its accuracy drastically declines. Support vector machines, on the other hand, are
efficient with any size of data collection. Future study will concentrate on investigating deep learning
techniques for sentimental classification.

The researcher is interested in undertaking a study to learn more about opinion mining on this subject
in light of the context that has been given. This study is expected to be able to offer both theoretical and
practical scope. Regarding theoretical scope, this study employs Twitter data with WFO keywords and
a machine learning technique with supervised learning algorithms for WFO policy sentiment analysis.
Additionally, it is anticipated that this research will be able to address the results of earlier studies by
improving the precision of sentiment analysis, classification, and detection. Regarding the evaluation of
WFO policies put in place after the pandemic, this analytical sentiment can be applied in a variety of
industries including office businesses, services, and academia. The study suggests using machine
learning with supervised learning in scenarios resembling those in other studies so that it can be modified
and enhanced to obtain a higher degree of accuracy, particularly in challenging contexts when
performing text analysis.

2. LITERATURE REVIEW

The supervised learning algorithm models used in this work, naive Bayes (NB), support vector
machine (SVM), k-nearest neighbors (KNN), and random forest (RF), were examined in the literature.
a) Naive Bayes
One of the simplest probabilistic classification techniques based on the Bayes theorem, Naive
Bayes is a popular classification technique and one of the top 10 data mining algorithms [13]. To make
calculations simpler, Naive Bayes assumes that the impact on attribute values for specific classes is
independent of the impact on other attribute values [14].
b) Support vector machine
A guided learning technique for classification is the support vector machine. Both linear and non-
linear classification can employ SVM. In essence, non-linear SVM solves the linear SVM issue by doing
kernel operations in high-dimensional feature space [15].
¢) K-nearest neighbors
An algorithm called K-nearest neighbors uses learning data (train data set), which is drawn from
the set of 'k' closest neighbors (nearest neighbors), to categorize data. where k represents the quantity of
closest neighbors. The majority of the proximity of the closest neighbors is used to classify the results
[16].
d) Random forest
As a development of the decision tree approach, random forest divides each characteristic into trees
that are randomly chosen from a subset of attributes after each decision tree is trained using a sample
[17]. This algorithm model has several advantages that can improve accuracy, where missing data is
found and reject outliers. In addition, random forest is also used as an efficient data store. On the other
hand, this algorithm also has a feature selection process that can use the best features to improve the
performance of the classification model. Of course, with a choice of features that can work effectively
with large data with complex parameters.
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3. METHOD
The design flow used for this study methodology is as follows,
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Figure 1. Research design flow

As shown in Figure 1, the process begins with gathering the necessary data, followed by data
preparation, data classification using an algorithm model, and assessment of the algorithm model's
performance using a confusion matrix.

a) Data collection

The text was initially gathered via secondary Twitter data in the early phases. The data used has
anything to do with the word "WFO.".
b) Data preprocessing

This stage involves numerous text processing operations, including tokenization, case
transformation, stopword filtering, stemming, and token weighting.
¢) Data classification

RapidMiner Studio, a widely used data mining analytical tool that supports a several machine
learning algorithms, is used in the classification process [ 18]. This program, which is supported by 100
learning schemes for clustering, classification, and regression analysis, can be utilized for predictive
analysis [19]. Furthermore, an analysis was carried out with the RapidMiner Studio application in
making an appropriate and automatic classification program.

Read Excel Preprocessing Multiply Naive Bayes Model NB NB Performance
ip g fil b o)) (] in IE“ ot ) q ’ omD e maﬂp @ mod lab q = % per) res
- | Ain - N L . J res
‘ | D o) ea)) qw mod q per e
e b ] |
o) res
ok D SVvMm Model SVM SVM Performance ms
[ qw mod [) @ mod lab q = % per )
est]) qw ¥ mod { per elaD
wd
en‘D
k-NN Model KNN KNN Performance
qwr madb @ mod IabD q = % perD
o oea)) gqw ° ma) @ per exa )
Random Forest Model RF RF Performance
Q tra ] mou[) (] mod | Iabb (] lab % perD
" e D qu *  mod @ per exa )
w

|
Figure 2. Rapidminer Studio's classification procedure.

Figure 2 is a representation of the categorization method used by RapidMiner Studio, as is well
known. The method starts with entering data that was gathered during the data collecting stage, and it
then moves on to text mining utilizing the naive Bayes algorithm model, support vector machine, k-
nearest neighbors, and random forest from the outcomes of preprocessing. The performance results of
the algorithm model then show that a text classification is formed into many categories.

d) Validation evaluation

The confusion matrix, a technique for gauging the algorithm model's level of accuracy throughout
the classification phase, is used for the model's evaluation and validation at this point [20], and a table
that can show how well the categorization model performs [21].

Table 1. Classification of two classes with confusion

Predictions
Positive Negative
Positive True Positive False Positive

Actual Negative  False Negative  True Negative
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The classification of prediction data derived from models based on real or accurate data is shown
in Table 1. True positive (abbreviated as TP) will result in a positive prediction model because it is
based on a large amount of real data in a positive class, while true negative (abbreviated as TN) will
result in a negative prediction model because it relates to a large amount of real data in the negative
class [22]. A false positive, or FP, on the other hand, will produce a positive prediction model potential
but a negative conclusion regarding the actual data being in the negative class. In contrast, a false
negative (abbreviated as FN) will result in a negative prediction model linked to positive classification
mistakes since a large portion of the real data is in the positive class [23]. The solution of equation 1 can
be used to formulate a model's accuracy level.

TP+TN

Accuracy = rrrnarpir X 100% (1)
Where:

e  True Positive (TP) e False Negative (FN)

e False Positive (FS) o True Negative (TN)

4. RESULTS AND DISCUSSION

In evaluating the model using the confusion matrix and the performance results of the algorithm
model are obtained.
a) The Naive Bayes algorithm model's performance
accuracy: 94.43%

true Positive true Negative class precision
pred. Positive 306 61 83.38%
pred. Negative 0 729 100.00%
class recall 100.00% 92.28%

Figure 3. Naive Bayes with a confusion matrix

According to Figure 3, 306 of the data are classified as true positive, 729 as true negative, 61 as
false negative, and none as false positive. The outcome is that the naive Bayes algorithm model performs
with a result of 94.43%. The outcome of manually calculating the accuracy value is.

306 + 729

4 - x 1009
CoUracy =306+ 729+ 0 + 61 %

1035
"~ 1.096

b) The effectiveness of the model of the support vector machine algorithm.
accuracy: 86.95%

X 100% = 94,43%

true Positive true Negative class precision
pred. Positive 163 0 100.00%
pred. Negative 143 790 84.67%
class recall 53.27% 100.00%

Figure 4. Support vector machine for the confusion matrix

According to Figure 4, 163 data are categorized as true positive, 790 as true negative, 143 as false
positive, and no data are categorized as false negative. This results in a performance result of 86.95%
for the support vector machine algorithm model. if the accuracy value was determined by hand.

163 4+ 790

A - x 1009
COUracy = 163+ 790 + 143 + 0 %
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_ 953
"~ 1.096

¢) The performance of the k-nearest neighbors algorithm model
accuracy: 96.62%

x 100% = 86,95%

true Positive true Negative class precision
pred. Positive 291 22 92.97%
pred. Negative 15 768 98.08%
class recall 95.10% 97.22%

Figure 5. K-nearest neighbors confusion matrix

By Figure 5, 291 data are categorized as true positives, 768 data as true negatives, 15 data as false
positives, and 22 data as false negatives. As a consequence, 96.62% is the performance score for the k-
nearest neighbors method model. The outcome of manually calculating the accuracy value is.

| ~ 291 + 768 < 100%
CeUTacY = 591 + 768 + 15 + 22 0
_ 1059 00% = 96,62%
~ 1.09 0T IReTl

d) The effectiveness of a model using the random forest algorithm
accuracy: 72.08%

true Positive true Negative class precision
pred. Positive 0 0 0.00%
pred. Negative 306 790 72.08%
class recall 0.00% 100.00%

Figure 6. Matrix random forest with confusion

The model's effectiveness reveals a random forest accuracy of 72.08%. Figure 6 shows that no data
are classified as real positives or false positives and that 790 data are classed as genuine negatives, 306
data as false negatives, and no data as true positives. Thus, a performance result of 72.08% is displayed
for the random forest algorithm model. The outcome of manually calculating the accuracy value is.

A - 0+790 x 100%
CEUracy = 0¥ 790 + 0 + 306 0
= 790 100% = 72,08%
~ 1.09 0 T 1T

The k-nearest neighbors algorithm model produced a high accuracy value of 96.62% and became
an algorithm with greater performance than the other models, according to the performance findings of
the four algorithm models examined in the confusion matrix. This is connected to the k-nearest
neighbors technique, which produced 291 real data points for the positive class and 768 real data points
for the negative class. The term "accuracy value" also describes the degree to which the model correctly
predicts the positive and negative outcomes about the total amount of data.

5. CONCLUSION

The k-nearest neighbors algorithm has the best accuracy value of 96.62% when compared to other
algorithms in the sentiment analysis of work from office policies. This study combines machine learning
with a variety of algorithm models from supervised learning. The results of this study also address earlier
research on improving detection, classification, and sentiment analysis precision. Unfortunately, more
research is necessary to fully understand the limitations of this finding because of the small amount of
processed data. An F1 score of 83.36% was obtained with the support vector machine algorithm model,
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according to earlier research on opinion mining or sentiment analysis connected to work from home
activities. Unfortunately, there hasn't been any sentiment analysis research contrasting working from
home and working in an office up until now. Additionally, sentiment analysis is a well-known research
area in data mining because it offers businesses, governments, and researchers a useful tool for exploring
and analyzing public sentiment or views, gaining business insights, and improving decision-making.
The execution time at which the method is applied determines whether the trend in sentiment analysis
is rising or dropping. Therefore, it is anticipated that future research will be able to assess the model
using its running time.
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