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ABSTRACT 

The employee performance assessment at the Palembang City Fire and Disaster Management Service (DPKPB) is 
applied to other than the employee performance assessment implementation team based on the Decree of the Head 
of the Palembang City DPKPB Number 146 of 2021 concerning the employee performance assessment 
implementation team and awards for exemplary employees. Subjective assessments are avoided to obtain 
assessment results that are by the achievements of each employee. The application of data mining can be an 
alternative to avoid subjectivity in performance assessment. In this research, a comparison of the Naive Bayes and 
Decision Tree algorithms was carried out to assess the performance of Palembang City DPMPB employees. The 
results of further research will be used as an alternative solution in conducting performance assessments that are 
more objective than previous assessments. Both algorithms were evaluated for model performance using the 
Confusion Matrix. Based on the results of the evaluation carried out, it was stated that the Decision Tree algorithm 
had better accuracy, namely 91.74% compared to Naïve Bayes which had an accuracy of 88.99% with a test size 
of 0.4. 

Keywords: Accuracy; confusion matrix; decision trees; naïve bayes; test size 

1. INTRODUCTION 

The Palembang City Fire and Disaster Management Service (DPKPB) conducts employee 
performance assessments periodically, namely within a quarter (three months). Performance assessment 
is carried out based on an assessment of several criteria, namely attendance, Employee Work Targets 
(SKP), work behavior, educational history, and performance reports. Employee performance assessment 
is applied to other than the employee performance assessment implementation team based on the Decree 
of the Head of the Palembang City DPKPB Number 146 of 2021 concerning the employee performance 
assessment implementation team and awards for exemplary employees. The results of the performance 
assessment are used as a reference in providing allowances. Subjective assessments are avoided to obtain 
assessment results that are by the achievements of each employee. 

The application of data mining can be an alternative to avoid subjectivity in performance 
assessment. Data mining is carried out by using a set of data to be used as training data in forming a 
model or pattern. This model or pattern is then used in drawing conclusions and predictions. One data 
mining algorithm that has many advantages is Naive Bayes. The Naive Bayes algorithm is a simple, fast 
algorithm [1],[2], doesn't require a lot of training data [3], and is not sensitive to irrelevant data 
[4],[5],[6]. The Naive Bayes algorithm performs probability calculations based on the number of 
frequencies and combinations of values from the training data, where each attribute is independent 
[7],[8]. Apart from Naive Bayes, there is another algorithm, namely Decision Tree. The working 
principle of the Decision Tree algorithm is to divide the training data into small groups, where each 
group is divided based on data attributes and directed towards a decision [9][10]. The accuracy of a 
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Decision Tree model depends on the pruning technique used to reduce model complexity and prevent 
overfitting [11],[12]. 

Based on the advantages of each algorithm, in this research, a comparison of the Naive Bayes and 
Decision Tree algorithms was carried out in assessing the performance of Palembang City DPMPB 
employees. In this research, we will find out which algorithm has a better level of accuracy. The results 
of further research will be used as an alternative solution in conducting performance assessments that 
are more objective than previous assessments. The performance of both algorithms was evaluated using 
the Confusion Matrix. Confusion matrix can comprehensively describe the performance of a model 
produced by an algorithm [13],[14].

2. LITERATURE REVIEW

2.1 Naïve Bayes. 
The naïve Bayes algorithm predicts data using Bayes' Theorem calculations. Bayes' theorem is a 

statistical approach [15]. Bayes' Theorem calculations are carried out by calculating the probability of a 
hypothesis based on new evidence and data. The  Bayes Theorem equation is stated in Equation 1, while 
for application in Naive Bayes classification, it can be stated in Equation 2. 

𝑃(𝑌|𝑋) =
௉(௑|௒)௉(௒)

௉(௑)
              (1) 

𝑃(𝑌|𝑋) =
௉(௒)ஈ೔సభ

೜
௉(௑೔|௒)

௉(௑)
             (2) 

Where : 
X : data with unknown labels 
Y  : label/class 
𝑃(𝑌|𝑋) : probability of label Y based on attribute X 
𝑃(𝑋|𝑌) : probability of attribute X on label Y 
P(X)  : probability of attribute X 
P(Y)  : probability of label Y 

2.2 Decision tree. 
In Decision Tree, training data is arranged into a model that resembles a tree structure. In forming 

the model, Entropy calculations are carried out (Equation 3) which is useful for measuring the 
inhomogeneity or uncertainty of the data in each branch separation on the decision tree. Apart from 
calculating Entropy, when forming the model, Information Gain is also calculated (Equation 4). 
Information Gain is calculated based on the difference between Entropy before and after splitting the 
data using a feature or attribute. The greater the Entropy difference, the greater the Information Gain, 
which means the feature provides better and more informative separation. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ 𝑃௜ log 2௉೔௖
௜ୀଵ           (3) 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = ∑
|ௌೡ|

|ௌ|௩∈௏(஺)  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆௩)        (4) 

2.3 Confusion matrix. 
Confusion Matrix can be used to evaluate model performance in predicting true and false. 

Confusion Matrix presents information about the classification carried out by the model by comparing 
the model predictions with the actual values of the data. The Confusion Matrix is arranged based on 
Table 1. 

Table 1. Confusion matrix 

Actual 
Predicted 

Positive Negative 

Positive 
Correctly predicted 
positive data (TP) 

False predicted 
positive data (TN) 

Negative 
False predicted negative 
data (FP) 

Correctly predicted 
negative data (FN) 
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The results of the confusion matrix can then be used to calculate accuracy (Equation 5), precision 

(Equation 6), recall (Equation 7), F1-score (Equation 8) [16],[17]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்௉ା்ே)

்௉ା்ேାி௉ାிே
          (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௉

்௉ାி௉
           (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
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           (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
ଶ×்௉

ଶ×்௉ାி௉ାிே
          (8) 

3. METHODE 

This research was carried out based on several stages which were carried out systematically 
according to Figure 1: 

a. Study of literature 
The determination of the two algorithms to be compared was carried out based on algorithms 
that were relevant for assessing the performance of Palembang City DPMPB employees. Apart 
from the fact that these two algorithms are relevant for all types of data, these two algorithms 
also have a high level of accuracy for similar cases based on research that has been carried out 
to determine employee promotions [18] and teacher performance assessment [19]. 

b. Data preparation 
The data used in this stage is performance assessment data for Palembang City DPMPB 
employees. The performance data for quarter 1 (January-March) 2023 is 218 data records as 
training data and the performance assessment data for Palembang City DPMPB employees for 
quarter 2 (April-June) 2023 is 218 data records as test data. Both data are saved in .csv document 
format. 

c. Model formation 
At this stage, it is done by dividing the training data into a ratio of 80% training data-20% test 
data, 70% training data-30% test data, and 60% training data-40% test data. The level of 
accuracy for these three comparisons is calculated based on the Confusion Matrix. This stage is 
carried out in Python. 

d. Evaluation of model performance 
At this stage, which is also carried out in Python, each model from the two algorithms is 
evaluated to determine employee performance scores based on test data.  

e. Analysis of results 
At this stage, an analysis is carried out from the results of the model performance evaluation of 
the two algorithms, so that the best algorithm is obtained in assessing the performance of 
Palembang City DPKPB employees. 

Study of 
literature

Data 
preparation

Model 
formation

Evaluation of 
model 

performance

Analysis of 
results

 
Figure 1. Research stages 

4. RESULTS AND DISCUSSION 

The number of employees at the Palembang City DPMPB is 218 people. The data used to form 
the model is performance assessment data for Palembang City DPMPB employees for quarter 1 (January 
– March) 2023. The attributes used in the performance assessment can be seen in Table 2. 

Table 2. Attribute description 
Attribute Type Value 

Presence Categorical Discipline 
Undisciplined 



ISSN 2087-3336 (Print) | 2721-4729 (Online) 
DOI 10.37373/tekno.v11i1.843 

135 

 

 

Attribute Type Value 
Performance Report Categorical Fulfill 

Does not meet the 
SKP Categorical Needs Repair 

Good 
Very good 

Performance 
Behavior 

Categorical Needs Repair 
Good 
Very good 

Last education Categorical SMP 
SMA/SMK 
D3 
S1 
S2 

Model formation for each algorithm using Python was carried out in three comparisons of training 
and test data (test size). The Confusion Matrix results from the formation of the Naive Bayes model with 
a comparison of 80% training data-20% test data (test size 0.2) in Table 3, a comparison of 70% training 
data-30% test data (test size 0.3) Table 4 and the comparison of 60% training data-40% test data (test 
size 0.4) in Table 5. Meanwhile, the model accuracy for each comparison of training data is in Table 6. 

Table 3. Confusion matrix naïve Bayes test size 0.2 

Actual 
Predicted 

Positive Negative 
Positive 25 0 
Negative 4 15 

Table 4. Confusion matrix naïve Bayes test size 0.3 

Actual 
Predicted 

Positive Negative 
Positive 37 0 
Negative 4 25 

Table 5.  Confusion matrix naïve Bayes test size 0.4 

Actual 
Predicted 

Positive Negative 
Positive 52 0 
Negative 5 31 

Table 6. Naïve bayes model accuracy 
 Test Size 
 0,2 0,3 0,4 
Accuracy (%) 90 93 94 

Confusion Matrix results from the formation of the Decision Tree model with a comparison of 
80% training data - 20% test data (test size 0.2) in Table 7, a comparison of 70% training data - 30% test 
data (test size 0.3) in Table 8 and the comparison of 60% training data - 40% test data (test size 0.4) in 
Table 9. Meanwhile, the model accuracy of each training data comparison in Table 10. 

Table 7. Confusion matrix decision tree test size 0.2 

Actual 
Predicted 

Positive Negatif 
Positive 25 0 
Negative 2 17 

Table 8. Confusion matrix decision tree test size 0.3 
Actual Predicted 
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Positive Negatif 

Positive 37 0 
Negative 2 27 

Table 9. Confusion matrix decision tree test size 0.4 

Actual 
Predicted 

Positive Negatif 
Positive 52 0 
Negative 3 33 

Table 10. Accuracy model decision tree 

 Test Size 

 0,2 0,3 0,4 

Accuracy (%) 95 97 96 

Each model from the Naive Bayes and decision tree algorithms is used to predict performance 
assessment data for Palembang City DPMPB employees for the 2nd quarter (April - June) of 2023. The 
accuracy of predictions using the Naive Bayes algorithm in Table 11, while the accuracy of predictions 
using the algorithm The decision tree in Table 12. The comparison graph of the accuracy of the two 
algorithm models is presented in the graph (Figure 2). 

Table 11. Prediction accuracy using the naïve Bayes model 
 Test Size 
 0.2 0.3 0.4 

Accuracy (%) 88,53 88,53 88,99 

Table 12. Prediction accuracy using the decision tree model 
 Test Size 
 0.2 0.3 0.4 

Accuracy (%) 91,74 91,74 91,74 

 
Figure 2. Comparison graph of the accuracy of Naive Bayes and decision trees 

5. CONCLUSION 

Based on the evaluation results that have been carried out using the Confusion Matrix, it can be 
concluded that the decision tree algorithm model for the three test sizes (0.2, 0.3, and 0.4) shows the 
same accuracy for predicting test data (2nd quarter performance values) which is equal to 91.74%, while 
the Naive Bayes algorithm model for a test size of 0.4 shows higher accuracy than the other two models, 
namely 88.99%. This is because the three models (test size 0.2, 0.3 and 0.4) used have a relatively close 
level of accuracy at the model formation stage. Therefore, it can be concluded that the best model that 
can be used in assessing the performance of Palembang City DPKPB employees is the Decision Tree 
algorithm model with a test size of 0.4. 
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